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Deep Learning in Edge

Figure: Deep Learning on Device, Edge Server, and
Cloud Data Center

Distributed deep learning is essential to
support various edge computing-based
applications which incur a signi�cantly
increased workload on cloud servers.

Applications using Deep Neural Network
have been widely deployed on mobile
devices like smartphones and IoT sensors.

A lot of training workloads will be
assigned on Edge servers and cloud. So
the deep training performance is critical
on both edge and cloud.
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Existing Solutions in Cloud and Edge Deep Learning

GPU-accelerated deep learning on Edge and Cloud
A cluster computing system with highperformance distributed �le systems like Hadoop
Distributed File System (HDFS)

accessing HDFS data involves local access and remote access.
remote data access includes network transfer delay.
Local data access time cost includes local Hard Drive Disk (HDD) or Solid State Drives
(SSD) access time
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Multi-Process and Distributed Training in PyTorch

As a deep learning framework developed by Facebook, PyTorch o�ers multi-process data
loading function that is able to load training dataset in parallel by using customizable
number of processes as \DataLoader" workers.

Although the multi-process data loading accelerates data I/O in training stage by creating
multiple processes, it also increases the usage of CPU and memory on host computers.

Furthermore, such multi-processing does not always improve performance when the
overhead of context switching is high or the I/O bandwidth limit has been achieved.

PyTorch also supports Distributed Deep Learning on a cluster of GPU servers.
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